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Network Protocol Independent Performance Evaluator

Dashed outlines and text in white indicates modules that are proposed or in development
Unidirectional, bidirectional, or aggregate performance (N cores on host1 paired with N on host2) 
Multiple independent tests for each data point provide accurate average, min and max performance
More data points tested to fully evaluate the performance and identify even small drop outs
Measurements can be made with and without cache effects
Measure performance or do a full integrity check


